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SOME METHODS OF COMPARING SOCIOLETRIC MATRICESE/

Franz E, Honn

Department of Mathematics, University of Illinois

An approach often used in sociometric investigations is to have each
of the membters of a group of n individuals rank all the others according to
some characteristic such as wisdom, leadership ability, likeability, etc.,
with the objsct of studying, end perhaps improving, the structure of the
group with respect to this relationshnipe. One of the great desiderata in
this connection is a fruitful methcd of comparing results obtained from
the same group (a) at different times but with respect to the same character-
istic or (b) at the same time but with respect to different characteristics,
Again, vhen the members of two groups of the same size are in one~-to-one
correspondence, it may be desirable to compare resulits obtained from the
two groups with respect to the same characteristice This paper presents
two measures which may be useful in making comparisons such as these,

For the investigation of what is called here the hierarchiczl structure

of a group, this paper introduces first a function "h" of the ranks. This

h, called the hierarchy index, ranges from the value O when the members of

1/,

='This is Technical Report Wo. 5, prepared under contract No, Néori-
07135 between the Qffice of Naval Research and the College of Education of
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the group are indicated by the data to be "eqral' with respect to the
characteristic in question, to the value 1 when the most extreme type of
hierarchical relationship appears. Differences between the h-values obtain-
ed from two sets of observations, whether from the same group or from dif-
ferent groups, may be tested for significance.

The paper next introduces a coefficient of agreement "e&" as another

method of comparing the group structures associated with two sets of data
from groups of the same size. The coefficient @ ranges from -1 when the
data display opposite hierarchical characterisiics, to +l when they display
the same hierarcnical characteristics.

The measures @ and h appear to be of considerable sensitivity. How-
ever, their usefulness in sociometric research will depend ultimately on
the significance of the concepts on which they are based and on the appro-
priateness of the manner in which the measures arithmetize those concepts,
These issues can be decided only by the test of actual use of the measures,

le Assumptions and Definitions, Let us assume that in a group of n in-

dividuals, each member ranks the other n-l members, from highest to lowest,
according to some sgreed-on characteristic, iiore specificizlly, we assume
that each member assigns the other members the r anks

N=l; N~2, seey 35 2, 1
in some order, so that in fact no two individuals are assigned the same rank
by eny one member, It is convenient to assign the members of the group the
names "W, W2, L4, "n'", Then the ranking data magy be recorded systemati=

cally in the form of a tables
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Here the entries 1, 2, ses, n in the outer colurmn are the names of the

members assigning the ranks and the entries in the top row are the names

of

the members being ranked,

It is desirable for the purposes of what follows to enter a zero

in

S0

ed

on throughout the table,

to assign himseif the rank zero,

the first row and first column, the second row and second column, and

t s .
This is as though each individual were regquir-

If we denote the entry in the jEE row

and k! column of the body of the table by Siys then

(1.1)

(p if "j" assigns "k" the rank p

(
(

1

Olf3=k.

We then have the square array of rankss

(3 s

12
0 23
[ ] L
s s
n2 n3

13 °

* * Sipi
i

e Szn;
!

[ ] [ ] !

|

e o O l

We shall call this the data matrix S of the group with respect to the

characteristic in question,

In experimental work, it is important to

remember that this data matrix is not necessarily a stazble property of the
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group, but may change drastically with time. Indeed, the proper control
of such change might well be a primary objective in some circumstances.

In S we now form the column totals to get the score structure "s% of S:

5 = (sl’ Sys eess sn)
where
(1.2) S, ®S + 85 + 444 t8 = 7 8
ko 1k 2k nk 3=
The total score, Sk’ received by the kEE‘individual will be called simply
his scores Two score structures aiffering at most in the order of the
integers appearing in them will be cailed similar,

The data matrix S associated with a given group is not uniquely de=-
fined since a different assignment of "names" to the members of the group
results in a symmetrical permutation of the rows and columns of S. It
is a matter of definition that tiis does not change the sitructure of the
group. For example, if n = 3, we might obtain for one method of naming the

members of the group, the dats matrix

0 2 1]
s = ;2 0 1%
: |
21

If now we interchange the names of members ¥i' and "3", we in effect inter-
change the first and third rows as well as the first and third columns of S,
Je thus obtain the deta matrix
0 1 2
S.=jL o 2
1
]

12 0
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It will be noted that S and Sl’ like any two data matrices differing only
because of different arrangement of the members of the group, have score
structures which are similar according to our previous defirition. The
converse is not true, however, That is, the data matrices of groups having
similar score structures cannot always be transformed one into the others
simply by rearranging the individuals of the group.
From the definition of the ranking operation, it is clear that one,
tut not more than one, of the s, 's, can assume the value (n-l)2 = (n-1)e¢(n-1)
and that no higher score is attainable, Similarly, one of the sk's,
but not mere than one, can assume the value {n-l)el whi.h is the lowest score

attainable, The scores Sy have the total

n 2
(1.3) kfl s =n [(n—l) t (N-2) + see + 2 + 1} = Eﬁig:kl

since the expression in brackets is the sum of the entries in any one of
the n rows. It follows that each score structure is a partitioning of
n(n-1)/2 into n parts s, such thrat

n-1 ssk < (n-l)z, k=1, 2, eeey I

and such that not more than one s, is (n-l)2 or (n=1).

k
The number of distinct data matrices S which are possible for a given

value of n is rather large even when n is small. In fact, there are (n-1)}

ways of filling the off-diagonal positions in each row, so that there are

[(n-l):]n such matrices possible, For n=3, this is (21)3 = 8, but for

n=L it is (3:)h = 1296,

By way of illustrating some of the ideas so far presented, we list

all possible data matrices for the ca-= n=3, The matrices
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fo 2 1] [0 1 2
i1 0 21 and 12 0 1
|
2 1 0] 1 2 ol

-

each has the score structure (3,3,3)s Also, interchanging the names of

individuals 2 and 3 will reduce one matrix to the other, The matrices

o 2 1’ fo 2 1"I o 2 1l
2 o 1 Iz o 1} 1 o 2
%2 1 ol, 11 2 oé, 12 o_i
é"o 1 2] :;’o 1 2l ;"o 1 2“i
2 0 1} 1 o 2{ 1o 2!
l2 1 of, iz 1 ol 1 2 o

all have a score structure similar to (L,3,2) =nd again, ary cne nay be obe
tained from any other by syrmetric permutation of tne rows and columns,
This last menticned property does not persist beyond n = 3, Indeed,

the matrices

0 2 3 1] o 3 2 1
3 0 2 1l ;a 0 2 1
3 2 0 1 e ta 3 0 1
(2 3 1 0 3 1 2 o0

both have score structure (3,7,6,3) but one cannot be reduced to the other
by symmetricsl permutation of the rows and columns, In the first the four 3's

are distributed ameng three individuals, whereas in the second they are

distributed between two individuals,



-7
The large number of data matrices possible for given n emphasizes the
importance of the score structure as a method of condensing the information
contained in the matrices, When n = L, we have 1296 matrices, as noted above,
but there are only 16 score structures, as will zppear later,

2¢ The Hierarchy Index. Among the score structures two extreme cases are

of particular interest., The equclity is the structure with
(201) Sl = 52 = ene 2 Sn g.ﬂ—%BZLl

that is, the case when every member of the group hazs the same score.

An example of this is given by the matrix:

I -
0 n-l oee 1 |
1 0 ees 2 |
2 1 see 3
3 2 4. & i

i New? n=3 ees Ne=li

i H
i Nel ne2 ese 0 !

At the other extreme is the score structure which we call the extreme
hiersrchye In the case of this score-structure, ye have one individual
with the hiphest possible score, thereafter one with the resulting nexte

highest possible score, and so on, [or examgle we may have



0 n-l n-2 eee 2 1 5

n-l 0 n=2 eoe 2 1 I

n-l n-2 0 cos 2 1 ;
8 = n=l n-2 n-3 eoe 2 1
ees  sse  sas oo « .

n=l n-=2 ne3 ose 2 1
n-1 n-2 n-3 see o 1

i nel Ne2 n—3 Ty 1 0 #

with i |
([~ s = (n-1) (n-1)
s, = (n=2) (n~2) + 1°* (n=l)

LEL AR NN NN EN NN LN SN EREN XN XN TN

(2.2) { 5 = (n-k) (n=k) + (k-1) (n - k + 1)

B =11+ (n=2) 2

S

\ n

Any score structure cimilar to (2.2) is also an exarple of the extreme

= (n-1)e 2

hierarchy. & little thougat will make it clesr thet wiy data matrix whose
score structure is an extreme hierarchy can be recdiced to the form given
above by suitable numbering of the wembers i i 2 -Oupa

(202)
In the extreme hierarchy/we have s, - s = n-2 so that the scores

k k43,
of s are equally spaced n-2 units apart, beginning with (n-l)2 and ending
with n-l. It is thus a simple matter to write down the score structure

for sn extreme hierarchy when n is given,
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In order to obtain a measure of where a given score structure falls
between the equality and the extreme hierarchy, we note first that the mean

score of a score structure is

n
@) 5 = 1 Zgoe nfed)

k=1

L}

and that the variance is therefore
n
(2.L) Var.=%2‘. 5, - 2g=l) )?

The maximunm variance of the s'!'s will evidently be obtained when they

have the values listed in (2.2). The variance in this case is given by

(n-k) + (k=1)(n-k+1) - _iz_..)..n-l }

= (n® - 1)(n-2)2/12.

We may therefore define a hierarchy index, h, as the ratio of the actually

observed variance to the maximum possible variance, From (2.4) and (2.5),

we see then that n 2
h = 12 Z (s ~ n—-(z—))n'l (n23)
(246 ) n{ne=1)(n=2)< k=1 k R s

This reduces without difficulty to the foirm:
2 2\
(2.7) h = 12 2 n_ﬁn;Ll.
) n{né-1){(n=-2)¢ J)

From the definition it folleows at once that the minimum value of

h is zero, This value is obtained vhen the score structure is the equality,
Similarly, thc maximum value of h is 1, which is obtained when the score

structure is an extreme hierarchy,



It should be noted that we can have a hierarchy in the sense that

Sl > 527 ses ) Sn,
for example, without having the extreme case defired by (lei)e For such a

hierarchy, h < 1. An cxample is given by the data matrix

o L 3 1 2
L o 3 2 1]
‘L 3 0 2 1:
L 3 2 o 1]
'3 b 2 1 0

with s = (15, 1k, 10, 6, 5), h = [1/L5 = .91%, However, if we have an exireme
hierarchy where n = 5, the matrix has a score structure similar to
s = (16, 13, 10, 7, L), with h=l, of course,

Another interesting special structure occcurs only when n is even, be-
cause it takes an odd number of persons to form an equality, With an even
number of persons, we can have

2 2
=(n_l)’s2=s=...=san"l ns

3 n

so that if n > 2, we have one leader, the other members of the group con-

5

stituting among themselves an equalitye. Such a score-structure may be called

an extreme leadership. Denoting h by h1 in this case, we find

h = _3
1 n+1
which approaches 0 for large values of n. Even though the value of h1 is

small, an extreme leadership might have great social importance.

possible social importance 22.3 given score structure, It is only a

measure of resemblance to the extreme hierarchy.
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To give a final illustration of the behavior of h, we 1ist in Table 1 the

16 score structures for n=l and the corresponding values of he

TLBLE 1

SCORE STRUCTURZS AFD VALUES COF h FOR n=l

LSCCRE STRUCTUREL#* h }§CCREU§?RUQEy§§ _ hw_
9753 1 875k 5/10
971;1;} ' 866k L/10 l
9663 9/10{8655) 3/101
8353 7761
88l 8/1017755 2/10
965!4} o 7665 1/10 i
!8763 ] 6666 o |
| 9555 | .
s f 50! |

P - o ——— - e et - b — e irr— —— -

It is easy to verify that there szctually are data matrices giving rise to
each of the listed score structures,

3+ Comparison of Score Structures. It is desirable for certain purposes

to compare matrices of rankings such as described above, which are obtained
at different times, or with respect to different charabteristics, from the
same group. Suppcse, for exammle, that the experience and education of a
group were designed so as to produce eventually a group with the extreme
hierarchy as its stiructure. Progress toward this end could be measured
by observing the progress of h toward the value + 1,

Suppose, on the other hand, that we wish to compare two groups of

individuals in which the members of the groups can be placed in a logical

#In this and following tables, commas are omitted from the score structures,
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one~to=-one correspondence. Here corresponding members of the two groups
would be assigned the same number “name®, of course, /#s a pair of such
groups we could use two baseball teams, for example. Then the score structures
of the two groups may be compared simply by computing the product-moment
correlations of these score structures, For fixed n, the correlation
coefficient in this case takes on one of a finite set of values,

Let s= (sl, S55 eee sn) and s'= (s'l, Sn'y ees 5 8 ') be two score
structures obtained from the same group or from two groups, under the
hypotheses stated above. We then cefine the ceefficient of agreement, O,
of the two score structures to be

Cov (5, s!)
\/Var(s)-Var(s')

| =

Since

( )
= t = n{n-1
z SI 2 s 1 __.2.__.___

g s, - n(n—lﬁ (, n(n-l))
(301) =1 k E Y k= E
Q =

which reduces readily to

3(n.11)2
Z systy - & (n-1)

(3.2) o = 4

\fésgk ; n3(n-1)2) (Zs'k2 _ _(n-l 21

2 . .
Since either n or n-1 is even, nd(n-1)° will always be an integer.
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If we put
de = S =8y

we have

242, = 2s?

2
K K + 25t - ZZSks'

k

so that the formula (3.2), on eliminztion cf Zsks'k, may be written in the

forms
2 2
(3+3) 252k + Zslk2 -1 n?(n-1)" - Zd K
o = <
5a2 1 n3ne1)l 2 _ 1 o
\ LZZ.s k™5 n” (n-1) [223::' . (n~1) l

Since the s!'s are ordinarily not very lerge, formula (3.2) is not too in-
convenient, especially il a table of products is available. However,
(3.3) enables us to work with a table of squares, and even for small n
it is apt to be more convenient than (3,2) since Sy may be as large as
(n=l)2-

In the event that both s and s!' are similar to the score structure
of the extreme hierarchy, we have

e ]

g [kn—k)z + (k—l)(n-k+lH 2
k=1

2 _ 2
Zs K = Zs'k

%nz (2nh - 5n3 + 3n2 +2n - 2)

Then 2

23s°, - .32& n3 (n--l)2 =% n (nz-l)(n-2)2

and @ assumes the much simpler, special form

(3-’4) g w1 - 6Zd2

1 n(ne-1)(n=2)° “




~1l-

It is'interesting to note that when s is the extreme hierarchy:

s =((n—1)2, (n-2)2 + (n-1), ese , (n-k)2 + (k=1)(n=k+1) ...)

and 8! is the reverse extreme hierarchy, namely
2 "1, 12 2 .
st =\0° + (n'l) 1, 17 + (n-2)°2, sse 3 (k—l) + (n-k) k, see

then Zd? takes on its maximum value which is in fact

5 2
2 L n(n®=1)n-2Y"
(2d )max fo
so that
12
zd
= 1-2. i
91 (Zdé) °
max

We complete the definition of @ as follows. In the event that one
or both of s, s! should be the equsality, the expiression (3.2) for-e is
undefined, In order to preserve the symmetry of the distribution of
values of @8, we define @ to be zero in sucih a case,

In order now to illustrate the computation of 8, let us consider
a society of five individuals for whom are obtained the three following
score-structures, say with respect to three different characteristicss
s = (16, 13, 10, 7, L), s' = (15, 1L, 10, 6, 5) and 8" = (9, 9, 9, 9, 1h)e
For s an% %! we have Zd° = Ly ngk = 590 and Zs'k2 = 582,

Then

G(S,S') = 590 * 582 - 1000 - L = 168 = 0,9891,

" J(2°590 = 1000)(2+582 = 1000) J 180.18L
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On the other hand, for s and s" we have zd® = 170, Zsk2 = 590 and

zs"k2 = 520, Hence, in this case,

590 + 520 ~ 1000 = 170 - 60
J (29590 = 10001(2°520 - 1000) \/ 1BOLO

= "0035)45

Q(S,S“) =

These results seerm intuiuively to be quite satisfactory,
The measures © and i arz2 of course rel=ted, although the formula is

not simple, From (2.7) we¢ have, oter » 13{(J2 manipulation,

n(n?-1)(n-2)’h | .2 | md(ne1)?
6 Sy

2

K ? ve obtain after

so that, writing a similar formula for I.- .. ferms of IZs!
substitution into (3,3):

(3-}4) G _ ) ‘.:L‘. { .ll o hl - 6/}:._3 o ‘
Y 1.(n2-1)(n-2)2 j

) ‘-J, hht
in the event that hh! f Oe

L. Statistical Considerations. In order to evaluate the significance of

changes in the score structure of a group, or the significance of a difference
in the score structures of two vomparable groups, we need certain statistical
tables. For instance, when n = 3, we consider Tables 2 and 3. In these,
the probabilities for h are computed, on the assumption that the rankings

are random phencmenae

Table 2
PROBABILITY DISTRIBUTION OF h PFOR n = 3
Seore Number of matrices
structure with a similar score
structure h Pr(h) Pr(h2 listed value)
L32 6 1 0475 0475

333 2 0 0425 1




TABLE 3
FROBABILITY TABLE FOR hy - hy, n = 3

Values of No. oI pairs
h, - hy of matrices Pr (h2 -
giving listed Pr(h, - h) > 1isted
value of value)
| s -
- 2 3
1 1 iz 1
0 10) 10 1
L 1% I%
+1 12 3 3
! 5 16

Suppose, for example, that as a result of training, h for a group of 3

men rises from O to +l. The probability that this is the result of pure

chance rankings is %6 o Suppose next the method of training spplied to

five such groups results in the same cheange. The probability that this happens
by pure chance is(%3)5= 0.00023 so that we may conclude that the method

of training is effeétive in bringing about this change if we set the level

of significance at 0.001, for example,

For n = 3, we may also construct Table L for testing in a similar

fashion the significance of observed values of 8.

TABLE L
PROBABILITY DISTRIBUTION OF @ FOR n = 3
{ Possible values Noe of pairs i N
of © of matrices Pr. & 2 listed
giving listed Pr(e) \value }
yalue of & '
-1 6 0409375 1,0000
1
=5 12 0.18750 0.90625
o} 28 0.13750 0471875
% 12 0,18750 0428125
1 6 009375 0.09375
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For n = L, we have Tables 5 and 6.

TiBIE 5
PROBABILITY DISTRIBUTION OF h FOR n = L
Number of Number
Score matrices of score Pr(h?
structure with a h structures Pr(h) listed
oimilar with given value)
score h
structure
9753 2l 1 2l 0,0185 0.0185
97LL 2
9663 2L 8/10 72 0,0556 0.07L1.
8853 2L
88LL 2k 8/10 2L 0,01.88 0,0926
9651 96 1
8763 % | 7/10 192 041182 02407
21 )
7202 2k s 6/10 L8 0.0370  0.2778
875k 1hl; 5/10 1hh 001111 0.3889
866l 96 L/10 96 040741 044630
g?gi fﬁi‘ : 3/10 288 042222 0a6852
7755 120 2/10 120 040926 07779
7665 26}, 1/10 26l 042037 049815
6666 24 0 2h 0.,0185 11,0000
1256 1296

1,0000
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TABLE 6
PROBABILITY TABLE FOR hy = h, n = L
{For negative values of h2 - hl, the probabilities may be

found by symmetry considerationse)

h, - hl Pr(hy, = hl) Pr(h, - hl; value
listed )

1 0400030 0,0003L

'i% 0.00L8 0.0051
8

o 0,013L 0,0185
7

5 0,0158 040343
6

m 0.0h63 000806
5

16 0.0336 0.1142

3 0.0686 041823
lo ] [ ]

3

15 040556 042383
2

T C.1070 03153
1

T6 0908?3 06!‘-‘-2?6
0 Oe1LL7 0e572L
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These last two tables are introduced primarily to give the reader
a little more feeling for the behavior of h and of differences in h's, A
similar probability table for the values of 8 when n =  would noit take too

long to construct,

Since experimental n's are apt tr be a good deal larger than L, the

application of statistical significance theory to h and & must await the
determination of sulitable approximations to their distributions, Cur 6
seems closely related to Kendall's "coefficient of concordance" W, so that

one might reasonably expect adaptations of his methods to yield useful re-

sults here,



Discussion Ly
Lee J. Crunbtach

Sociometric methods have been given relatively little stugy
as a formel problem in pAychometrics, although 2 few mauvhermatical
treatmentis oi tie protlen are dppearing. osince it anpuearzd prebzile
that a fresh mind, accusirted with matrix algekbra, cculd sugegest
new analyses of sociometric data, we asked Dr. Hohn tc¢ study reports
of sociometric studies and to expicre whatever leads suggested
themselves.

His waper rives a detaiied amalysis of a purticular appreach
which he caiis the hicrarchy irdex. In this comnent, I desire to'
relate his devaicpment to comparabtle prcocedures used in test
nsychemetrics, and ‘o indicate some nossible interpretations.

The first voirt to be notea is that n, the aierarchy index,
is & rutio of variance to maximum variance (V/¥ max). Such a ratio
was once roposed by Ferguson (3) as ar irdex of homogeneity among
test items, and is linearly related to the somewhat more familiar
index C/C max (C being total interitem covariance) proposed by
Loevi:ger (6). In most studies, tnese are not superior tc coefficient

n C
alsha (n-1)V , waich is a general form of the KudereRichardson
coefficient. &lpha is an excellent measure of internal consistency(2).

The special formula for h is approsriate to sociometric data
where each pgerscn ranks every cther. Unlike the item-person matrix
of test research, this matrix is square and has fixed ro.. means.
Moreover, the diagonal entry is ordirarily missing. This means
that rows canncl be serfectily correlated. These properties are

considered in Dr. ilchn's developme+vt. Ho study has been made of
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the degree to which, for compufational purposes, h is superior or
inferior to><X or ¥endall's .

The suggestion that sociometric matrices be evaluated in terms
of hierarchy is of pgeneral useiulness. .hile the h formula no
longer apnlies, the same general technique may be used for matrices
where the persor reports (sayr) his three highest and three loaest
chcices. This type of index has several related intesroretations.

(1) h is a measure of hierarchy. As h beccmes closer to 1,
the cholce relations among a group aoproach a& status system where
each person prefers persons ¢f high status and tends not to prefer
persons below him. Grouns which are divided into cliques will
have a lcower degree of hierarchy than groups .hich huve a oyramidal
system, but «will not necessarily be more hiercrchical then the
group which has random distribuiion of choices. It may be impcrtant
to study the conditions under which hierarchy deveicns, and the
differences in performance of grcums of different hierarchy.

(2) h is a measure of the extent to which persons constitute
a scale in the gquality being measured (in the Guttman sense). Just
as Guttman can examine whether items can te arrayed in a continuum
vhnich is nerceived similarl, by 2ll persons, so Hohn's index
examines whether persons form sucn & unidimensicnal contiruum.
It is of interest to ncoie th.t some hierarchies wiich satisfy
Guttman's requirements for a scale are not extreme hierarchies in
Hohn's definiticn.

(3) b is a measure of reliatility. For the rectanpular
matrix #here raters need no® te ratees, Horst has shown that X
provides a measure of reliability or awgrecmert of raters (5).

“F. estimates the correlation expected between sets of sccres
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obtained from two samples of raters, h performs the same function
for the square matrix of sociometrie ranks. This aopears tc meet
PepinsKy's demund for & measure cf reliability of sociometrics ,
in the sense of consistency over judges (7). Mo splitting of the
group into chance halves is required.

(L) h is a meusnure of communality of thinking among ijudges.
If a group has & large h, the raters agree on their criteriz and
frames of ref;;ence. & low value cf h indicétes diversity in
members' perceptions. Thus Gage and Exline (using the split-nalf
technique) find greater agreement on ratings of others’ prcductivity
than on rating of the saéé perscns' leisure time attiractiveness (L).
If a group has low irterral consistency in ratings. of "'degree %o
which each perscn contributes to the aims of the groun”, this would
suggest the oresence of cqnflicting frames of reference und we
'might predict that such & group sould be inelficient. Roby has
done nreliminary rese.rch of this kind. G&tudies of chunge in h
rover time might reflect develooment of a common reference frame,
esrecially if h were deitermined separately for such dimensions

as likin: and contribution to the tass.,

«e should note that, like << , h depends on the size of the
group. It ~1ll tend to be larger in a larger group, other things
being equal. Therefqre h must be interpreted with the size of the
group in mind, or some transformation will be required such as the
"phi bart inder (2) depived from = .

A variant of conventional internal consistency analysis also
mzy be profitatly applied to sociometric datu. The common item-

test correlation has its analog in the correlation of any row with




-l
the marginal row, i.e., with the score structure. This is a measure
of the extent to which the indivicdual shures a frame of reference
with other raters. une can similarly correlate the row with a
row of criterion scores. anderhaliter, .jilkins, and higby (1)
2pily some of these approached to ¥arine Cfficer Candidates, and

show some evidence that the person who agrees with the marginal

@
v

rating or with officers' ratings of the candidates, himself tends .

Ly

to receive a high rating. Homogeneity éf théée ngUPSqaé _judged }i '

by the mean ro#-marginal correlafioé*,increased with ti:e.;_ | |
Hehn's 9 is not novel matheﬁaticaily, being & direct application

of product-moment technique. It does, hcuever, draﬁ'attention to

a nossibly fruit al type of analysis which secems nptrtb have been

rmade except in studies of stability of sociometricrscﬁres over time.

\ _ T A :
Consider its possitle application to a tomber crew, where eaéh_mén'
has a designated étatibﬁ. Then a crew where tﬁe*navigator is rated-
‘high, and the flight engi@eeriavéragé, is. in SQme-respéctsrdifferent~
from'a_crew'Where the rév;rseris true. A?plying"e'tb the score
structures of many crewé Qould yielc a:corrélation»mqtrii which
~could perhaps 5e separated into several tynes of structure. It is
reasonable to suonose that these structures might be significant

either as reflections of values within the crew, or &s communication

networks whicn influence effectiveness.
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